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Accomplishments/New Findings: 
 
The main focus of this project is the analysis and design of large-scale mobile wireless 
networks for high connectivity and netework resilience.  Over the duration of the 
reporting period, we have concentrated on the following research activities: 
 

1. Develop distributed energy management algorithms for sensor networks which 
enhance energy efficiency while maintaining network connectivity. 
 

2. Characterize connectivity and delay for information dissemination algorithms in 
fixed wireless networks with fading. 

 
3. Characterize connectivity and delay for information dissemination algorithms in 

mobile wireless networks. 
 

4. Analyze resilience to dependent and cascading node failures in large-scale 
wireless networks. 



5. Analyze resilience to dependent and cascading link failures in large-scale 
electrical power networks. 

 
6. Characterize the capacity of large-scale interference-limited wireless networks 

under network coding. 
 
7. Improve the fundamental throughput-delay tradeoff in mobile wireless networks. 

 
8. Develop low-complexity codes to achieve the capacity of wireless relay networks. 

 
9. Develop polar coding schemes to achieve the capacity of multiple-access channels 

with low complexity. 
 
Summary:  
 
The following are detailed results for the above research activities: 
 
1. In battery-constrained wireless sensor networks, it is important to employ effective 
energy management while maintaining some level of network connectivity. Viewing this 
problem from a percolation-based connectivity perspective, the PI has developed a fully 
distributed energy management algorithm for large-scale wireless sensor networks. This 
algorithm allows each sensor to probabilistically schedule its own activity based on its 
node degree.  This mechanism is modelled by a degree-dependent dynamic site 
percolation process on random geometric graphs.  The PI has specified the conditions 
under which the resulting network is guaranteed to be percolated for all time.  The PI has 
further studied the delay performance of the proposed energy management algorithm by 
modelling the problem as a degree-dependent first passage percolation process on 
random geometric graphs. 
 
2. The PI has studied connectivity and transmission latency in wireless networks with 
unreliable links from a percolation-based perspective.  The PI first examined static 
models, where each link of the network is functional (active) with some probability, 
independently of all other links, where the probability may depend on the distance 
between the two nodes.  The PI has obtained analytical upper and lower bounds on the 
critical density for phase transition in this model.  The PI then examines dynamic models, 
where each link is active or inactive according to a Markov on-off process.  The PI shows 
that a phase transition also exists in such dynamic networks, and the critical density for 
this model is the same as the one for static networks under some mild conditions. 
Furthermore, due to the dynamic behavior of links, a delay is incurred for any 
transmission even when propagation delay is ignored.  The PI has studied the behavior of 
this transmission delay and showed that the delay scales linearly with the Euclidean 
distance between the sender and the receiver when the network is in the subcritical phase, 
and the delay scales sub-linearly with the distance if the network is in the supercritical 
phase. 
 



3. In wireless networks, node mobility may be exploited to assist in information 
dissemination over time.  The PI has analyzed the latency for information dissemination 
in large-scale mobile wireless networks. To study this problem, the PI maps a network of 
mobile nodes to a network of stationary nodes with dynamic links.  The PI then uses 
results from percolation theory to show that under a constrained i.i.d. mobility model, the 
scaling behavior of the latency falls into two regimes. When the network is not percolated 
(subcritical), the latency scales linearly with the initial Euclidean distance between the 
sender and the receiver; when the network is percolated (supercritical), the latency scales 
sub-linearly with the distance. 
 
4. The PI has studied the problem of resilience to node failures in large-scale networks 
modelled by random geometric graphs. Adopting a percolation-based view,  the PI 
investigates the ability of the network to maintain global communication in the face of 
dependent node failures.  The PI examines degree-dependent site percolation processes 
on random geometric graphs, and obtain the first known analytical conditions for the 
existence and non-existence, respectively, of a large connected component of operational 
network nodes after degree-dependent node failures. In electrical power networks or 
wireless communication and computing networks, cascading failure from power 
blackouts or virus epidemics may result from a small number of initial node failures 
triggering global failure events affecting the whole network. Using a simple but 
descriptive model, the PI shows that the cascading failure problem is equivalent to a 
degree-dependent percolation process.  The PI obtains the first analytical conditions for 
the occurrence and non-occurrence of cascading failures, respectively, in large-scale 
networks with geometric constraints. 
 
5. Large-scale power blackouts caused by cascading failure are inflicting enormous 
socioeconomic costs.  The PI has studied the problem of cascading link failures in power 
networks modelled by random geometric graphs from a percolation-based viewpoint. To 
reflect the fact that links fail according to the amount of power flow going through them, 
the PI introduces a model where links fail according to a probability which depends on 
the number of neighboring links.  The PI devises a mapping which maps links in a 
random geometric graph to nodes in a corresponding dual covering graph. This mapping 
enables the PI to obtain the first-known analytical conditions on the existence and non-
existence of a large component of operational links after degree-dependent link failures. 
Next, the PI presents a simple but descriptive model for cascading link failure, and uses 
the degree-dependent link failure results to obtain the first-known analytical conditions 
on the existence and non-existence of cascading link failures. 
 
6. The PI has studied the network coding capacity for random wireless networks. 
Previous work on network coding capacity for random wired and wireless networks have 
focused on the case where the capacities of links in the network are independent. In this 
work, the PI considers a more realistic model, where wireless networks are modeled by 
random geometric graphs with interference and noise. In this model, the capacities of 
links are not independent. By employing coupling and martingale methods, the PI shows 
that, under mild conditions, the network coding capacity for random wireless networks 



still exhibits a concentration behavior around the mean value of the minimum cut.   
Simulation results confirm our theoretical predictions. 
 
7. The PI has studied the throughput-delay performance tradeoff in large-scale wireless 
ad hoc networks. It has been shown that the per source-destination pair throughput can be 
improved from $\Theta(1/\sqrt{n \log n})$ to $\Theta(1)$ if nodes are allowed to move 
and a 2-hop relay scheme is employed. The price paid for such an improvement on 
throughput is large delay. Indeed, the delay scaling of the 2-hop relay scheme is 
$\Theta(\sqrt{n \log n})$ under the random walk mobility model. In this paper, we 
employ coding techniques to improve the throughput-delay trade-off for mobile wireless 
networks. For the random walk mobility model, the PI's results improve the delay from 
$\Theta(\sqrt{n \log n})$ to $\Theta(n)$ by employing Reed-Solomon codes.  The PI's 
new approach maintains the diversity gained by mobility while decreasing the delay. 
 
8. The capacity of multiuser networks has been a long-standing problem in information 
theory.  Recently, Avestimehr et al. have proposed a deterministic network model to 
approximate wireless networks.  For multicast, they have shown that the capacity for the 
deterministic model is equal to the minimal rank of the incidence matrix of a certain cut 
between the source and any of the sinks.  Their proposed code construction, however, is 
not guaranteed to be efficient and may potentially involve an infinite block length.  The 
PI has developed an efficient linear code construction for the deterministic wireless 
multicast relay network model. Unlike several previous coding schemes, the PI does not 
attempt to find flows in the network. Instead, the new construction maintains an invariant 
where it is required that at each stage of the code construction, certain sets of codewords 
are linearly independent. 
 
9. Achieving the fundamental capacity limits of noisy communication channels with low 
complexity coding schemes has been a major challenge for over 60 years. Recently, a 
revolutionary coding construction, called Polar coding, has been shown to provably 
achieve the Shannon capacity of discrete memoryless single-user channels. Whereas a 
number of practical coding constructions (e.g. Turbo codes and Low Density Parity 
Check codes) can empirically approach the capacity of single-user communication 
channels, there is still an absence of good practical coding schemes for multi-user 
communication networks.  In recent work, the PI has invented a polar coding scheme 
which can achieve some of the optimal transmission rates for multiple-access (uplink) 
networks. The encoding and decoding complexity of the code is $O(n \log n)$ with 
$n$ being the block length, and the block error probability is roughly $O(2^{-\sqrt{n}})$.  
The new coding construction is one of the first low-complexity coding schemes which 
can provably achieve Shannon capacity in multi-user communication networks. 
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New Discoveries, Inventions, or Patent Disclosures (2009-present):  
 
None 
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4. Invited to National Science Foundation Future Internet Architecture Summit, 
2009.   
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